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Abstract

A field experiment, conducted on a sandy, barred beach situated on the southern part of the French Atlantic coastline,

allowed us to investigate the formation of secondary waves when a moderate (significant wave height of about 0.8 m in 3.7-m

water depth), long (11–14 s) narrowband swell propagated over an intertidal ridge and runnel system, in both breaking and

nonbreaking conditions. Field evidence using higher spectral analysis is given for the sum interactions between pairs of waves

at the primary spectral peak and the consequent energy transfer to nearly harmonic wave components. Although wave breaking

appears to weaken the strength of nonlinear couplings, the generation of high-frequency energy is hardly affected by wave

breaking. The phenomenon of harmonic decoupling, which takes place behind the bar, cannot be completely ascribed to the

increase in water depth and the so-called deshoaling effect. Indeed, the variation in the values of the maximum bicoherence was

very moderate when no breaking occurred. Finally, the doubling in the number of wave crests and the consequent decrease in

the significant wave period delay the energy dissipation on the beach face.
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1. Introduction

As ocean surface waves shoal from deep to shallow

water, amplitudes increase, wavelengths decrease, and

propagation directions refract toward normal inci-

dence to the beach. However, in addition to these

linear propagation effects, it has been increasingly

recognized that nonlinearity manifests itself in various

gravity wave phenomena. In particular, triad interac-

tions in shallow water are important for a number of

physical processes (bound, long-wave generation,

secondary wave generation, wave profile deformation,

etc.) and explain significant transfers of energy to

wave components with both higher and lower fre-

quencies (Freilich and Guza, 1984; Elgar and Guza,

1985; Masselink, 1998; Ruessink, 1998).

Nonlinear interactions between two primary wave

components with frequencies and (vector) wave num-

bers (x1, k1) and (x2, k2) excite secondary waves
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with the sum (x1 +x2 =x3, k1 + k2 = k3) and difference

(x1�x2 =x3, k1� k2 = k3) of frequency and wave

number. The nonlinearly excited secondary wave

components are phase-locked to the statistically inde-

pendent primary wave components incident from deep

water and thus cause deviations from Gaussian statis-

tics of surface elevation (e.g., steep and asymmetric

wave profiles).

For sufficiently long and high incident waves,

submerged bars or shelf with a finite width can induce

the decomposition phenomenon of a nonlinear wave

train. Generation of higher harmonics in wave prop-

agating over submerged obstacles has long been

known. Johnson et al. (1951) noted that over natural

reefs, the energy was transmitted as a multiple crest

system. Since then, this decomposition phenomenon

has been observed both in field measurements (Elgar

et al., 1997; Masselink, 1998), in physical model

experiments (Rey et al., 1992; Driscoll et al., 1992;

Beji and Battjes, 1993; Brossard and Chagdali, 2001),

and in numerical wave tanks (Ohyama and Nadaoka,

1994; Grilli and Horrilli, 1999).

Beji and Battjes (1993) showed that the generation

of high-frequency energy and its transfer among nearly

harmonic wave components due to the nonlinear

interactions taking place in the course of waves’ pas-

sage over the bar is hardly affected by wave breaking,

which acts merely as a secondary effect, by simply

rescaling the wave spectrum through overall energy

dissipation. The phenomenon of harmonic decoupling,

which takes place as the waves propagate in the

deepening water (downslope) resulting from the

deshoaling, plays a major role in the wave decom-

position and in redistributing the total energy among

the primary wave and harmonics and thus determining

the final spectral shape.

Ohyama and Nadaoka (1994) showed that a large

amount of energy in bound harmonics over the shelf is

abruptly transmitted into free, higher harmonics in the

tailing side of the shelf. They also showed that in the

case of large incident waves, significant decomposition

takes place even when the shelf is deeply submerged.

Despite the significance of secondary waves in

natural surf zones, there is a paucity of field inves-

tigations on this topic. The subject matter of this study

is to extend the precedent field experiment analysis in

the case of a moderate, long, and narrowband incoming

swell. It is concerned with the generation of harmonics

induced by long waves propagating over a submerged

bar and their decomposition into shorter components. It

aims at going into the present works thoroughly, by use

of higher spectral analysis (bispectrum) applied to data

collected during a field experiment conducted on the

Truc Vert Beach (see thereafter), which presented a

Fig. 1. Beach profile of Truc Vert Beach and sensor deployment.
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double ridge and runnel system in the lower part of the

intertidal zone (Fig. 1), and then to analyze the impact

on wave energy dissipation on the beach face. Prelimi-

nary definitions and properties of the bispectrum are

reviewed in Section 2, and the field experiment is

described in Section 3. Generation of harmonics for

both breaking and nonbreaking waves is discussed in

Section 4, where phenomena undetectable with one-

dimensional spectral analysis are presented. Implica-

tions for wave energy dissipation in the surf zone are

discussed in Section 5.

2. Definitions and properties of the bispectrum

The bispectrum was introduced by Hasselman et al.

(1963) to examine weak wave nonlinearity in inter-

mediate water depths. Indeed, the energy spectrum

(defined as the Fourier transform of the second-order

correlation function of the time series) is independent

of the phases. If the phases of Fourier components are

not random but are statistically correlated, the sea

surface is not Gaussian (Hasselman et al., 1963).

Departure from Gaussian form cannot be detected by

the energy spectrum. Higher-order spectra such as the

bispectrum, which is an ensemble average of a product

of three spectral components, is shown to be a very

useful diagnostic tool in experimental studies of non-

linear wave interactions and can be used to investigate

nonlinearity even in shallow water, where wave’s non-

linearities can become very strong (Elgar and Guza,

1985; Eldeberky, 1996; Becq, 1998). In particular, it is

shown that the bicoherence spectrum (the normalized

magnitude of the bispectrum) may be used to discrim-

inate between nonlinearly coupled waves and sponta-

neously excited waves and to measure the fraction of

wave power due to the quadratic wave coupling in a

self-excited fluctuation spectrum (Kim and Powers,

1979).

The bispectrum is a complex quantity, formally

defined as the Fourier transform of the third-order

correlation function of the time series:

Bðx1;x2Þ ¼
1

2p

� � Z þ1 Z
�1

Rðs1; s2Þ

� exp½�iðx1s1 þ x2s2Þ	ds1ds2 ð1Þ

in which

Rðs1; s2Þ ¼ hgðtÞgðt þ s1Þgðt þ s2Þi ð2Þ

and g is the sea-surface elevation; s is a time lag, and

hi denotes the expected value or average operator.

The digital (discrete) bispectrum, appropriate for

discretely sampled data, is (Kim and Powers, 1979):

Bðk; lÞ ¼ hAkAlAkþl
� i ð3Þ

where Ax is complex Fourier amplitude and an

asterisk indicates complex conjugation.

Similarly, the power spectrum is defined here as:

PðkÞ ¼ 1

2
hAkAk

�i ð4Þ

The bispectrum B(x1, x2) vanishes if:


 there is no energy present at frequencies k or l, or

kF l (i.e., zero Fourier amplitude of any compo-

nent participating in the triad interactions);

 there is no phase relation (coherence) between the

waves forming the triad (i.e., statistically inde-

pendent free waves).

The bispectrum can be used to identify coupled

modes; however, it does not give a quantitative value

of the intensity of nonlinear interactions because its

value depends on the amplitudes of the three waves

involved in the interaction. It is convenient to cast the

bispectrum into its normalized magnitude and phase,

the so-called bicoherence and biphase given, respec-

tively, by (Kim and Powers, 1979):

b2k;l ¼
ABk;lA2�

AAkAlA2
��
AAkþlA2

� ð5Þ

bk;l ¼ arctan
ImfBk;lg
RefBk;lg

� �
ð6Þ

Clearly, the bicoherence is independent of the wave

amplitude unlike the bispectrum. For this bicoherence

normalization (Eq. (5)), 0V b2V 1. For a three-wave

system, Kim and Powers (1979) show that b2 (k, l)

represents the fraction of power at frequency k + l due

to quadratic coupling of the three modes (k, l, and

kF l). No such simple interpretation for the bicoher-

ence is possible in a broad-band process, where a
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particular mode may be simultaneously involved in

many interactions (McComas and Briscoe, 1980).

Nevertheless, the bicoherence does give an indication

of the relative degree of phase coupling between triads

of waves, with b = 0 for random phase relationships

and b = 1 for a maximum amount of coupling.

For a finite-length time series, even a truly Gaus-

sian process will have a nonzero bispectrum. A 95%

significance level on zero bicoherence is given by

Haubrich (1965) as

b295%z6=dof ð7Þ

where d of is the degrees of freedom in the bispectral

estimates.

3. Field experiment and data reduction

3.1. The study area

This study is based on data collected during one

fieldwork carried out for 2 days in March 2000. This

fieldwork is part of a French national research project

(Programme National Environments Côtiers) on

sandy beach evolution. The data described in this

paper were collected at Truc Vert Beach, which is

situated on the southern part of the French Atlantic

coastline at approximately 10 km north of the Cap

Ferret spit at the mouth of the Arcachon lagoon. Truc

Vert Beach is typical of the relatively undisturbed

coast extending 100 km between the Gironde estuary

(90 km to the north) and the Arcachon inlet (10 km to

the south). This is a low, sandy coast, almost N–S

orientated and bordered by high aeolian foredunes.

The sediment consists primarily of a medium-grained

quartz sand with a median particle size of around 350

Am (Lorin and Viguier, 1987). Truc Vert Beach is of

the intermediate type 2e (following Masselink and

Short, 1993) and exhibits a ridge and runnel system in

the dissipative, lower intertidal domain and a steeper

beach face (Fig. 1). Off the beach, crescentic, long-

shore bars are found, as described in Froidefond et al.

(1990) and more recently in Lafon et al. (in press).

This coast is exposed to almost continuous, mod-

erate energy swell originating mainly from the north–

northwest. Based on wave rider measurements in 26-

m water depth, the wave climate is of the oceanic

type, with an average mean period of 6.5 s and a mean

significant wave height of 1.4 m (Butel et al., 2002).

The meso-macrotidal regime (approximately 4.5-m

tidal range at spring tides), with a relatively broad

intertidal region (around 200 m), allows instrumenta-

tion to be safely deployed and recovered at low tide,

while measurements can be obtained at high tide.

3.2. Field experiment

Changes in the beach profile were very small during

the 2 days in March 2000, when the observations

discussed here were obtained. The beach exhibited a

double ridge and runnel system in the lower part of the

intertidal zone (Fig. 1). The first bar has a seaward

slope around 0.03 and a landward slope around 0.05.

At high tide, the bar is in about 3.2-m water depth, and

the first trough is in about 4-m water depth. The second

bar (located landward from the precedent bar) has a

seaward slope around 0.03 and a landward slope

around 0.02. At high tide, it is in about 2.5-m depth,

and the second trough is in about 3.0-m depth. The

beach face in the upper intertidal zone has a slope of

about 0.06.

Pressures were measured at three locations in the

intertidal zone using one bottom-mounted Acoustic

Doppler Velocimeter (ADV Vector) from Nortek and

two bottom-mounted Directional Wave Current Meter

(S1 and S2) from InterOcean System. The height used

in this analysis was set around 0.5 m above the bed for

sensors S1 and S2, and around 0.05 m for the ADV

pressure sensor.

The outer station (S1) was positioned on the sea-

ward face of the first bar, corresponding to the low

water mark. This station, situated in about 3.7-m water

depth at high tide, served as the reference gage for the

incident waves. Station S2 was deployed in the second

trough and served to analyze the bar effect on the

wavefield (by comparing with data collected at station

S1). Station ADV was located on the plane beach (Fig.

1) and permitted to analyse the wavefield evolution.

Data run were continuously acquired at a 2-Hz sample

rate for S1 and S2 during all the fieldwork. Concerning

the ADV, the signals were continuously sampled at 8

Hz in March 21, 1 h during rising tide conditions and 2

h during falling tide conditions, and at 32 Hz in March

22, 90 min during rising tide conditions and 40 min

during falling tide conditions.
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The 21st-of-March wave field was dominated by a

narrowband swell (peak period around 11 s) from a

distant, atmospheric low in the North Atlantic. The

significant wave height (defined here as four times the

sea-surface standard deviation) in 3.7 m (at high tide)

was about 0.75 m. Wave crest spread parallel to the

coastline. Currents were very low, even at sensor S2

situated in the trough. Indeed, at this sensor, for the

entire selected data period, long-shore currents were

always orientated southward with a mean value (about

0.5 m above the sea floor) of about 0.1 m/s; cross-

shore currents were always orientated westward with a

mean value about 0.07 m/s.

The 22nd-of-March wave field was also dominated

by a narrowband swell (peak period around 14 s). The

significant wave height in 3.7 m (at high tide) was

about 0.90 m. Wave crest spread parallel to the

coastline. Concerning the currents, conditions were

the same as the previous day.

On the first day, waves at high tide were breaking

only on the beach face, whereas for the second day,

waves at high tide were generally breaking on the

landward bar, predominantly by plunging, but were

rapidly (after several meters) transformed into bore-

like broken waves; a second breakpoint was present

on the beach face. For both days, waves during rising

and falling conditions were breaking on the second

bar, predominantly by plunging, but were rapidly (on

several meters) transformed into bore-like broken

waves. The broken waves decomposed then into

smaller waves as they propagated across the trough.

A secondary breakpoint was present on the beach

face.

3.3. Data reduction and methods

Concerning stations S1 and S2 for March 21, only

6 h of data were selected for analysis centered on the

high-tide level and for March 22, 6 h of data were also

selected corresponding to 4 h before high tide and 2 h

after high tide.

All hydrodynamic data were processed similarly.

First, pressure measurements were converted to water

elevations. Outside the surf zone, a correction factor as

proposed in Horikawa and Kubota (1988) was applied

to account for the pressure field being nonhydrostatic.

This correction generates a high-frequency cutoff,

corresponding to the limit of the sensor sensitivity

according to its immersion and the water depth attenu-

ation of the waves. The high-frequency cutoff of

Fhi = 0.4 Hz was applied to the whole data set.

In the surf zone, sea-surface elevations were esti-

mated assuming that the pressure field is hydrostatic.

Indeed, as shown by Lin and Liu (1998), using a

numerical model based on the Reynolds equations, the

pressure distribution under the spilling, breaking wave

is almost hydrostatic, with a maximum deviation from

hydrostatic pressure of only 7%, which occurs under

the broken wavefront.

For spectral and bispectral analysis, the selected

data were processed by breaking the entire record into

consecutive sections of 1200 s each. Power spectral

and bispectral estimates were calculated by Fourier

transforming overlapping (75%), Hanning-windowed,

and detrended 4-min data segments averaged over 20

min. The final resolution of spectral estimates is 0.004

Hz, and the degrees of freedom in the spectra dis-

cussed here is 34. Statistical stability of bispectral

estimates was gained by averaging bispectral values

over 5� 5 squares. The final bispectral resolution is

0.02 Hz, and the degrees of freedom in the bispectra

discussed here was 170. Thus, the 95% significance

level on zero bicoherence (Eq. (7)) is b = 0.2.

For energy dissipation in the surf zone, because the

mean sea level above the sensors was subject to tidal

variations, the selected data were processed by break-

ing the entire record into consecutive sections of 600 s

each (periods while tidal variations of the sea-surface

elevation are less than 15%).

In the following, two cases will be discussed: the

breaking case when waves were breaking between

sensors S1 and S2 and another breakpoint was present

on the beach face, and the nonbreaking case when

only one breakpoint was present on the beach face. A

third case corresponding to wave breaking before the

ridge and runnel system was also possible, but it will

not be investigated because it occurred when S2 and

ADV sensors were not continuously immersed.

4. Results

4.1. Time domain records

Figs. 2 and 3 show 120-s synchronized sections of

the water-surface elevation data at (a) sensor S1 and
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(b) sensor S2. In the nonbreaking case (Fig. 2), station

S1 was located in about 3.6-m water depth and station

S2 in about 2.7 m. In the breaking case (Fig. 3),

station S1 was located in about 3.2-m water depth and

station S2 in about 2.3-m water depth. It is worth

noting that as observed in previous works (Beji and

Battjes, 1993; Masselink, 1998), wave breaking (Fig.

3b) does not alter the characteristic waveform drasti-

Fig. 3. Segment of detrended water-surface elevation data for sensors (a) S1 and (b) S2 in the breaking case (see legend for the dotted lines and

the numbers in Fig. 2).

Fig. 2. Segment of detrended water-surface elevation data for sensors (a) S1 and (b) S2 in the nonbreaking case. The dotted lines follow the

wave fronts along their propagation toward the beach. (1) Indicates the generation of the so-called dispersive tail waves and (2) indicates its

decomposition into a secondary wave.
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cally so as to make it incomparable with its unbroken

counterpart (Fig. 2b). Indeed, we clearly observe, in

both cases, the formation of the so-called dispersive

tail waves (i.e., wave 1) and also its decomposition

into several, smaller amplitude waves of nearly har-

monic frequencies (i.e., wave 2). This is consistent

with previous field observations. Elgar et al. (1997)

observed a doubling in the number of wave crests

when moderately energetic (about 0.8 m significant

wave height in 8-m depth) narrowband swell propa-

gated without breaking across an 80-m-wide, nearly

flat section of beach, between a small, offshore sand

bar and a steep beach face, where the waves finally

broke. Masselink (1998) observed that both breaking

and nonbreaking waves decomposed into smaller

waves as they propagated across the flat section of

the bar and passed over the bar edge. According to

previous observations, the presence of the second bar

does not alter the characteristic waveform drastically

so as to make it incomparable with the cases previ-

ously observed by other authors (Elgar et al., 1997;

Masselink, 1998), where only one bar was present.

4.2. Spectral evolution

The change in partitioning of the wave potential

energy is also apparent in the cross-shore evolution of

the spectral shape (Figs. 4 and 5). Fig. 4 displays the

sea-surface elevation energy density spectra com-

puted over a 20-min section in the nonbreaking case

at (a) sensor S1 and (b) sensor S2, and Fig. 5

represents the sea-surface elevation energy density

spectra computed over a 20-min section in the break-

ing case. The spectral peak, around 0.09 Hz (11 s) in

Fig. 4 (in nonbreaking case) and around 0.07 Hz (14

s) in Fig. 5 (in breaking case), remains the dominant

feature. A bulge of high-frequency energy becomes

increasingly important between stations S1 and S2 in

both cases. The energy at these frequencies is rela-

tively broad-banded with no significant peak; never-

theless, unlike in Masselink (1998) for both cases, it

is close to frequencies corresponding to harmonic

frequencies (nFp, where Fp indicates the spectral peak

and n is a positive integer), consistent with Elgar et al.

(1997) and Norheim et al. (1997). To investigate in

more detail this evolution of the spectral shape, the

energy in the water-surface elevation data was dis-

tributed into three components: (1) primary wave

energy (0.05 Hz� 3/2Fp); (2) harmonic frequency

band energy (3/2Fp� 0.4 Hz) and (3) total incident

wave energy by adding the two preceding compo-

nents. The flux of energy associated with these

components was calculated from the observations

(assuming shoreward progressive waves without re-

Fig. 4. Observed sea-surface elevation spectral density vs. frequency at sensors (a) S1 and (b) S2 for the nonbreaking case.
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flection) by integrating the energy flux over the

frequency band:

ECg ¼
Z f2

f1

Pðf ÞCgðf Þdf ð8Þ

where Cg is the group velocity; P( f ) is the power

spectrum associated to frequency f; E is the total

energy; and f1 and f2 are the cutoff frequencies of each

component.

Then the flux of energy associated with these

components was normalized with respect to the total

incident wave energy flux measured at station S1

(Table 1). In both cases (breaking and nonbreaking),

we observe an increase in the harmonic frequency

band energy flux between S1 and S2 by a factor of

about 3.0 in the nonbreaking case and by a factor

around 2.5 in breaking case, resulting in comparable

energy flux in the primary waveband and harmonic

frequency band, consistent with the observations of

Elgar et al. (1997). It is apparent at this stage that the

harmonic frequency band energy flux develops vir-

tually independent of wave breaking. We also observe

a decrease in the total incident wave energy flux

between S1 and S2 by a factor 1.2 in nonbreaking

case. This is partly due to weak nonlinear energy

transfer to secondary waves with different frequency

(Sénéchal et al, 2002) and also probably due to energy

dissipation by weak wave crest spilling.

The 60% decrease in primary wave energy flux in

breaking case is larger than in the nonbreaking case by

a factor around 2.0, whereas the increase in harmonic

frequency band energy is more or less the same.

According to the previous results, we can deduce that

wave breaking does not affect the generation of

harmonic frequency band energy, consistent with Beji

and Battjes (1993). Nevertheless, it does not seem to

act as a secondary effect by simply rescaling the wave

spectrum through overall energy dissipation as sug-

gested by Beji and Battjes (1993). It looks as if

Fig. 5. Observed sea-surface elevation spectral density vs. frequency at sensors (a) S1 and (b) S2 for the breaking case.

Table 1

Ratio of energy flux in each frequency band at sensors S1 and S2 to total incident wave energy flux at sensor S1

Nonbreaking waves Breaking waves

Total incident wave Primary wave Harmonic wave Total incident wave Primary wave Harmonic wave

S1 sensor 1.00 0.90 0.10 1.00 0.85 0.15

S2 sensor 0.85 0.50 0.35 0.65 0.25 0.40
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primary wave energy dissipates, whereas harmonic

frequency band energy does not. On the other hand,

maybe as already observed by Elgar et al. (1997), at

frequencies near the harmonic, significant energy gain

from nonlinear transfers nearly balances losses from

dissipation, resulting in only a slight net energy

decrease in this frequency band between the non-

breaking and the breaking case. A fourth station

situated in the first trough would have been useful

to clearly understand the spatial evolution of each

frequency band over this complex bathymetry.

4.3. Bispectral evolution

The conventional viewpoint for nonlinear coupling

in waves passing over a bar is that the wave decom-

position phenomenon during passage over a sub-

merged bar settles in two stages. The first is the

higher harmonic generation in shallow water where

nonlinearities are strong and triad interactions are near

resonant. Thus, on the seaside of the bar, the harmon-

ics bound to the primary are amplified. In the second

stage, in the trailing side of the shelf, a large amount

of the phase-locked harmonic energy is transmitted as

free energy because wave nonlinearity is so weak that

bound waves cannot continue to exist (Ohyama and

Nadaoka, 1992). The harmonics are released. At this

stage, Beji and Battjes (1993) also suggest that the

dispersive tail waves are free. Use of higher-order

spectral methods will allow us to determine if the

energy observed in higher-frequency components

(Figs. 4b and 5b) is due to nonlinear interactions

and also to verify its possible release in the trough.

Fig. 6 represents the bicoherence spectrum at (a)

sensor S1 and (b) sensor S2 computed over a 20-min

section in a nonbreaking case. The bicoherence spec-

trum at the deepest sensor (Fig. 6a) indicates nonlinear

coupling between modes within the power-spectral

peak and modes at twice the peak’s frequency. The

convention is that the interactions involve f1, f2, and

f3, where f3 = f1 + f2. For example, b(0.09,0.09) = 0.35,

indicating a self–self wave interaction at f = 0.09 Hz

coupled with energy at f = 0.18 Hz. Although the

bispectral calculations only indicate that nonlinear

coupling is occurring and not the direction of energy

flow (i.e., which modes are receiving energy), the

sequence of energy spectra (Fig. 4) and the evolution

of the normalized energy flux (Table 1) show that

energy is being received mostly by high frequencies.

As the waves shoal, the excitation of phase-couple

harmonics is vividly reflected in the bicoherence. In

shallower water (Fig. 6b), nonlinear coupling spreads

Fig. 6. Isolines of bicoherence b for sensors (a) S1 and (b) S2 in the nonbreaking case. The first isoline is 0.25 and each additional isoline is 0.10

(the 95% significance level on zero bicoherence is 0.2). At sensor (a) S1, the nonlinearity parameter defined as the ratio between significant

wave height and water depth is 0.21, and it is 0.27 at sensor (b) S2.
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not only to encompass interactions between the

power-spectral peak and its higher harmonics, but

also to encompass interactions between the harmonics

themselves (Elgar and Guza, 1985; Eldeberky, 1996;

Norheim et al., 1997; Becq, 1998). For example (Fig.

6b), b(0.27, 0.27) = 0.35; b(0.36, 0.27) = 0.45. Never-

theless, the interpretation of the bispectrum at sum

frequencies of approximately 3Fp1 is ambiguous

because contributions of both secondary and tertiary

forced waves may be significant. The presence of

tertiary waves should be confirmed by higher-order

spectral analysis such as the trispectral analysis (Elgar

et al., 1995).

Another interesting result provided by the bicoher-

ence spectrum is the weak decrease in bicoherence

involving a self–self interaction at the frequency peak

Fp1; b(0.09, 0.09) = 0.25 at sensor S2, whereas b(0.09,

0.09) = 0.35 at sensor S1. This decrease is weaker than

expected and does not support the second stage of

wave decomposition phenomenon during passage

over a shelf as proposed by Ohyama and Nadaoka

(1992), who suggested that bound waves cannot

continue to exist beyond the bar. Nevertheless, the

present study features a continuously varying beach

topography unlike in Ohyama and Nadaoka’s (1994)

study. Moreover, our results are consistent with other

physical model experiments featuring varying beach

topography (Eldeberby and Battjes, 1994; Becq,

1998).

Another interesting result is obtained by computing

the bicoherence spectrum over a 20-min section in a

breaking case. Fig. 7 represents the bicoherence

spectrum computed at (a) sensor S1 and (b) sensor

S2. At sensor S1 (Fig. 7a), nonlinear couplings are

very important, consistent with previous results (Fig.

6), and spread not only to encompass interactions

between the power-spectral peak and its higher har-

monics, but also to encompass interactions between

the harmonics themselves. For example, b(0.14,

0.14) = 0.25 and b(0.21, 0.21) = 0.35. Again, the

sequence of energy spectra (Fig. 5) and the evolution

of the normalized energy (Table 1) confirm that

energy is being received mostly by high frequencies.

At sensor S2 (Fig. 7b), waves are broken. The

bicoherence is near zero for all triads, suggesting that

the modes are independent of each other, i.e., for

random phase relationships between Fourier modes in

a linear wave field. This is consistent with the results

of Eldeberky (1996) and Becq (1998), who observed

that bicoherence became more diffuse after breaking.

At this stage, it is apparent that wave breaking

substantially weakens the strength of the nonlinear

couplings. Again, a fourth station situated in the first

trough would have been suitable to better understand

Fig. 7. Isolines of bicoherence b for sensors (a) S1 and (b) S2 in the breaking case. The first isoline is 0.25 and each additional isoline is 0.10

(the 95% significance level on zero bicoherence is 0.2). At sensor (a) S1, the nonlinearity parameter is 0.31 and it is 0.32 at sensor (b) S2.
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all possible wave–wave interactions and the spatial

evolution of each triad interaction.

The biphase has been computed from the bispec-

trum using Eq. (6) for selected frequency pairs. These

pairs represent the self-interactions of the primary,

denoted as ( fp, fp), and the interaction between the

primary and the first harmonic, denoted as ( fp, 2fp).

Biphases of the other interactions were not computed

because no energy exists at the higher harmonics. At

sensor S1, situated in the shoaling zone, the biphase of

the self-interaction of the primary is near the value of

� p/2, implying a wave pitched forward (nearly saw-

toothed shape, Masuda and Kuo, 1981), consistent

with Eldeberky (1996). Beyond the bar, at sensor S2,

the biphase evolves back to a near zero value, asso-

ciated with a wave of sharp peaks and broad, flat

troughs, but nearly symmetrical with respect to a

vertical axis (Figs. 2b and 3b), as previously observed

by Eldeberky (1996). The biphase of the interaction

between the primary and the first harmonic is near

� p/2 at sensor S1, the same as the biphase of the self-

interaction of the primary, consistent with previous

works (Elgar and Guza, 1985). As the waves deshoal

over the downslope side of the bar, the biphase

diverges from � p/2, consistent with Eldeberky

(1996).

4.4. Evolution of the wave period

The main implication of the generation of high-

frequency wave energy and the consequent formation

of secondary waves is a decrease in the mean wave

period. Fig. 8 represents the density function of wave

periods computed using the zero-downcrossing

method in case of nonbreaking waves (when only a

weak decrease in bicoherence is observed at station

S2). We clearly distinguish a strong modification in

the density function shape between sensor S1 (Fig.

8a), sensor S2 (Fig. 8b) and the ADV (Fig. 8c). The

increase in the total wave number between sensor S1

(107) and sensor S2 (150) leads to a decrease in the

mean period (10.9 s at sensor S1, 8.0 s at sensor S2

and 6.9 s at sensor ADV). The time domain records

also indicated that the significant wave period (con-

sidered as the average period of the highest one-third

of the waves of the wave train) decreased from 12.2 s

at sensor S1 to 9.7 s at sensor S1 and to 8.0 s at

sensor ADV, where the density function is clearly

centered around the first harmonic (6–7 s). Note that

the density function shape at sensor S2 is a transi-

tional stage between the incoming wave field (cen-

tered around the primary wave period) and the wave

field at ADV (centered around the first harmonic).

Further investigations, including a denser sensor line,

should allow us to quantify the role of the phenom-

enon of harmonic shoaling, the role of primary wave

dissipation (in breaking case) and the role of energy

transfer in the decrease of the significant wave period.

4.5. Energy dissipation in the surf zone

The generation of secondary waves over a bar may

considerably change energy dissipation in the surf

zone. Indeed, the decomposition of the primary wave

into shorter and smaller waves may inhibit breaking-

induced energy dissipation. As underlined by Masse-

Fig. 8. Observed wave period density function at sensor (a) S1, (b)

S2 and (c) ADV in the nonbreaking case.
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link (1998), this phenomenon has important ramifica-

tions for nearshore wave modeling. Classical, para-

metric wave transformation models for regular waves

(Stive, 1984; Svendsen, 1984; Bonneton, 2001) or for

irregular waves (Battjes and Janssen, 1978; Thornton

and Guza, 1984; Hamm et al., 1993) do not account

for the generation of high-frequency energy and the

formation of secondary waves. Hence, in the case of

nearshore bar morphology, these models will over-

estimate the wave period and probably underestimate

the energy just beyond the bar, when a first breakpoint

is present on the bar for the primary incident waves.

Fig. 9 represents the significant wave height

(defined as four times the sea-surface elevation stand-

ard deviation) at total incident wave energy (0.05–0.4

Hz) vs. the depth for all the data sections (both high-

tide cycles) when the stations (S2 and ADV) were in

the surf zone. The result is consistent with previous

field measurement observations (Wright et al., 1982;

Thornton and Guza, 1982; Raubenheimer et al., 1996;

Sénéchal et al., 2001), suggesting that the significant

heights (Hs) of broken waves in the surf zone are

depth (h)-limited. Nevertheless, one result is very eye-

catching; we clearly distinguish two dissipation

trends: one referring to the ADV data (cross symbols)

and the other to the S2 data (star symbols).

The least-square linear fit for the ADV data (cross

symbol with solid line) is:

Hs ¼ 0:49hþ 0:17; correlation coefficient ¼ 0:98

ð9Þ

The least-square linear fit for the S2 data (star symbol

with solid line) is:

Hs ¼ 0:35h� 0:13; correlation coefficient ¼ 0:98

ð10Þ

The discrepancy between the two least-square linear

fit can be explained by the variation in the mean beach

slope and the variation in the significant wave period.

Even if the density function of wave periods appears

to be similar at sensor S2 and ADV (Fig. 8b,c), it is

not necessarily representative of the waves which are

breaking. Indeed, visual observations indicated that

not all waves were breaking, and this is confirmed by

the evolution of the energy flux over the frequency

band (Table 1).

To illustrate the implication of the formation of free

secondary waves in the presence of low narrowband

and long swell on wave energy dissipation, on the

shore face (ADV data), we have applied the analytical

Fig. 9. Significant wave height at total incident wave energy (0.05–0.4 Hz) vs. the depth for both high-tide cycles and sensors [S2 (star

symbols) and ADV (cross symbols)], when the sensors are in the surf zone, and the corresponding least-square linear fits (for both sensors,

correlation coefficient is 0.98).
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model of Bonneton (2001). This model has been

developed for the propagation of regular waves in

the inner surf zone over a constant beach slope. It

resolves the steady state equation governing energy

balance for waves propagating toward the shore in the

inner surf zone. New estimations of the energy flux

and energy dissipation for regular waves are obtained

from a nonlinear wave theory, with shock conditions

based on the nonlinear Saint Venant equation (SVE).

The wave height decay is given by this analytical

formula:

Hs

Hb

¼ r
h

hb

� ��1=2

þð1� rÞ h

hb

� �1=4
" #�1

ð11Þ

r ¼
ffiffiffi
3

p
fHb

bðghbÞ1=2
ð12Þ

where f is the wave frequency; b is the beach slope;

Hb and hb are the height and the depth at the break-

point, respectively.

Fig. 10 represents the model solutions and the

experimental data at ADV location. The dotted–

dashed line represents the solution with the offshore

peak frequency, and the dotted line represents the

solution with half the offshore period, which is

supposed to be the first harmonic frequency. This

figure clearly shows that the solution with half the

offshore peak frequency (dotted line) gives a better

trend of the energy dissipation, and that classical,

parametric wave transformation models, based on a

conservative period, are unable to correctly predict the

wave energy dissipation on the beach face in this case.

5. Discussion and conclusions

A field study was carried out for 2 days in March

2000 when long swell (11–14 s) propagated normally

to a barred beach. It allowed us to investigate the

phenomenon of high-frequency energy generation,

observed in the power spectra of waves traveling over

submerged bars (Fig. 1), and the wave decomposition

phenomenon, which occurs after the bar. This paper

also gives an illustration of the implications for wave

dissipation energy on the beach face.

Field evidence is presented for the decomposition

of incident swell into high-frequency waves during

propagation over submerged bars (Figs. 2b and 3b).

The bulge of high-frequency energy (Figs. 4b and 5b)

is primarily ascribed to the sum interactions between

pairs of waves at the primary spectral peak. Shoaling

Fig. 10. Significant wave height at total incident wave energy vs. the depth for the ADV data (when the ADV is in the surf zone) and Bonneton’s

model solutions: the dotted–dashed line represents the solution with the offshore peak frequency; the dotted line represents the solution with

twice the offshore peak frequency (supposed to be the first harmonic frequency).
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leads to phase coupling between the primary and

secondary harmonic, and eventually with higher har-

monics (Figs. 6a and 7a). In this region, strong non-

linearity results in a profile distortion called asymmetry

(Figs. 2a and 3a). Bicoherence levels observed just

seaward of the wave breaking are generally high,

indicating strong, nonlinear couplings (Fig. 7a). Non-

linear interactions are near resonant, allowing signifi-

cant net energy transfers over several wavelengths

(Table 1). Wave breaking reduces the intensity of the

bicoherence levels (Fig. 7b). Thus, wave breaking

weakens the strength of the nonlinear couplings. On

the other hand, the generation of high-frequency

energy and its transfer among nearly harmonic wave

components is hardly affected by wave breaking (Table

1), which seems to principally act on the primary

waves (Table 1 and bispectral results). Wave breaking

seems to favor the release of the harmonics. In fact,

when no breaking occurs, the variation of the values of

bicoherence, corresponding to nonlinear coupling

between the power-spectral peak and its harmonics,

is very moderate (Fig. 6b) despite the fact that signifi-

cant harmonic generation takes place in the approach

to the bar crest.

The release of the bound waves and the decom-

position of the wavefield behind the bar cannot be

completely ascribed to the increase in water depth and

the weakening of wave couplings. Variations of the

beach slope may play an important role in this

phenomenon. In fact, strictly speaking, even in the

shoaling region, free components are generated as the

result of the nonhomogeneity (Eldeberky, 1996). At

the top of the bar, the waves will have to adjust, from

a sloping seabed to a horizontal one, and during this

process, part of the bound harmonics will be released

as free harmonics. At the far end of the bar and on the

downward slope, more bound harmonic energy will

be released due to increasing water depth (Madsen

and Schäffer, 1999).

Nevertheless, a doubt exists in the interpretation of

the role of the secondary bar. The wave profile char-

acteristics are similar to those obtained when only one

bar is present (Beji and Battjes, 1993; Elgar et al., 1997

and many others). This last point should be further

investigated, as should the role of the beach slope.

The generation of secondary wave implies a strong

modification of the wave period density function (Fig.

8); this phenomenon is of great importance for wave

dissipation in the surf zone as suggested in Figs. 9 and

10. Fig. 9 clearly shows that in this particular case, the

release of the harmonics due to the presence of a bar

delays the energy dissipation on the beach face.

More detailed field investigations are required to

delineate more precisely the conditions under which

high-frequency wave energy is generated and released

as secondary waves. Particularly, a field experiment

should be carried out during wind wave conditions

(mean periods typically around 6–10 s) with a denser

sensor line in case of single bar and multiple bar

profile. The present study also shows that it is

necessary to consider a large number of methods for

analysis to fully (or at least, try to) understand much

of the mechanisms which take place in the surf zone.
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